Emotion and Attention Level Detection for
Children with ASD using Deep Learning

By, Kritika Iyer

Directed Research Report

Professor Gregory Fischer



Introduction

Autism Spectrum Disorder

Autism Spectrum Disorder(ASD) is a condition where the brain does not develop at normal
speed. This causes deficients in social and motor skills which are essential for daily interactions
and tasks [1]. Social and motor skills are important for a growing child as they are main facets for
learning. ASD can be identified before a child turns three years old. Early intervention can play a big
role in rehabilitating the child into normal society [2]. It has also been seen that robotic intervention
proves more efficient for social skill rehabilitation [3] [4].

The social impairments of children with ASD ranges from speech issues to social interactions on a
daily basis[3]. A characteristic quality of a child with ASD is the lack of eye contact during interac-
tions with other people [7]. They wish to have more social interactions but are not capable of doing
so. They end up feeling lonely and set aside in society[5][6]. Due to the inability to assess situations
and peoples feelings this affects learning especially in the crucial first 10 years of their life. Through
intervention during this time, most of these can be resolved and the child can lead a relatively normal
life.

PABI and Other Rehabilitative Robots

There are many robots which have been used to rehabilitate children with ASD. Some socially assis-
tive robots have been mentioned in the following paragraph. Robots such as Robota[8] and Zeno[9]
, imitate the therapist and make sure the child follows. Romibo[10] shows emotion to help the child
slowly improve interactions and get used to other peoples emotions. Keepon[11] is a small robot
that uses a non-verbal method to convey emotions. It vibrates on a counter-top to convey emotions
to the child. Kimset[12] is an anthropomorphic robot with a head which can recognize and show
emotions. Kaspar[13] a humanoid robot acts as a companion to the child to help with daily inter-
actions. These are some of the robots used to aid children affected with ASD improve their social
skills, PABI(Penguin for Autistic Behavioral Intervention) is another such robot which will be used
to carry out this project.

PABI(Penguin for Autistic Behavioral Intervention) is a social robot designed in the WPI Automation
and Interventional Medicine (AIM) Robotics Lab. This is used to help children with ASD improve
upon their social skills [14]. PABI uses a tablet as shown in Fig.1 to communicate with the child and
ask questions. On each correct answer PABI displays an action such as chirping or flapping it’s wings
along with words of praise which acts as positive reinforcement. PABI has other visual and audio
queues which helps the child perform and learn. PABI is equipped with a face detection algorithm
and is capable of detecting each child and is a useful feature for this project.

Figure 1: PABI robot with tablet and child



Emotion and Attention Level Detection using Deep learning

PABI can detect faces and it would be nice to further PABI’s capabilities by making PABI adept at
detecting human emotion. This can be achieved by deep learning. Deep learning has been used in
robots to detect the best grasping positions for different objects, 3D object classification, emotion
detection and other applications involving vision [17] [18] [19] [20]. Deep learning is a part of Ma-
chine learning which uses Neural Networks to learn a certain task. A neural network consists of
many neurons/nodes connected to each other by functions which hold a certain value/weight in the
determination of the output. There can be many layers of neurons and the layers in between can be
visible or hidden. In Fig.2 there is one hidden layer and hence this is a single layer network. The var-
ious weights for functions can be seen and all the cumulative relationships between each node gives
the output Y. There are different types of Deep learning algorithms, broadly classified as, supervised
and unsupervised.

output layer

input layer

hidden layer

Figure 2: single layer neural network

For supervised learning the input and output are fed to the algorithm and the algorithm comes up
with an output Y. This output is then compared to that of the actual/supervised output. The weights
are then adjusted accordingly and the next set of input and output is given. In this way large data is
trained upon and weights are adjusted to provide the correct answer [15].

In Unsupervised learning there is no output and only and input X. This input goes through the net-
work and the output of this algorithm is basically a recreation of the input. The output Y is matched
with the input X and weights changed to get a more accurate reconstruction [16]. For example, for
feature extraction images of the number 8 can be given to the algorithm. This figure is then convo-
luted and reconstructed by the algorithm. The reconstruction is then compared to the original picture
and weights are changed in accordance to that. By doing this the algorithm slowly learns what fea-
tures exists in the number 8.

There are many ways in which emotions have been tracked in robots [31] and as softwares.Some
of these emotions are based on facial expression and feature extraction [28] while some forms of
emotion recognition occurs by assessing speech [25] [26] [27] and also through EEG signals [29].
Emotion recognition by facial expression has been done by using various methods like using deep
learning [30] , semantic based trees [32] and hierarchical Binary decision trees [33]. Emotion track-
ing in socially assistive robots has been done in a few robots. Some robots like keepon and romibo
are capable of exhibiting emotion but not detecting it [11] [10]. Robots like *Kismet’, *Kaspar’ and
FACE can exhibit and detect emotions [12] [13] [34]. For PABI, face detection is possible using trees
and this project will make emotion detection using deep learning possible.

Attention level detection is an important feature in Robots that deals with human interaction as it is a
good measure for the quality of this interaction. This metric however is difficult to measure. For the
cases of PABI there are two behavioral analysts who go through videos frame by frame and label the
data for the child being on and off task. Using this data it is possible to know how well the sessions
are going and where improvements need to be made. To reduce the load of the analysts, we would
like to introduce and algorithm that might be able to perform at the same level as the analyst.



Problem Statement

PABI has an Existing Face detection algorithm and this can be used to better the experience the
child has with PABI. Last Semester I worked on an emotion detection algorithm which can detect 5
emotions(Happy, sad, neutral, Anger/disgust, surprise) to an accuracy of 68.5%. Using better data
the accuracy can be increased. This will allow PABI to detect the child, the child’s emotion and the
reaction of the child to a certain action. Using a similar model attention level can also be detected.
This can help detect if the child is paying attention to the task or not. This will give us information
about how well the session is going and how well the child is improving over a period of time.

Methodology

Feature Extraction

For emotion detection first many databases were taken and images as a whole were processed. In the
previous semester this resulted in a 65% accuracy. After much manipulation and consideration this
dataset was then made into a list of arrays consisting of [X,y] pixel points which refers to 68 feature
points. The face is detected and taking that the feature points are detected. This can be seen in Fig.3.
The white dots are the feature points and the black box is the face detected.

Figure 3: Feature Extraction

After storing all the feature points for all the images in the data the model was trained. This
resulted in an increase to 85.19% accuracy. The same was used for attention level as the data was a
lot of 300 x 300 RGB images.

Deep learning model

For images the network is convolutional in nature with multiple layers of max pooling, convolutions,
dropouts and activations. When feature points were used a fully connected neural network was used
with 3 dense layers.

For emotion detection the input is 136 values and output is 3 values ( positive, negative, neutral) for
the 3 emotions being detected. For attention level the input is 136 points and the output is 2 values
for on task or off task determination.

Attention level

The following image(Fig.4) shows the flow of information and the working of the attention level
algorithm that ended in a cumulative csv file. In this there were 5 children who had around 11-15



videos of their sessions with PABI. These were assesed by 2 behavioral analysts. Some videos were
taken for validation and some for testing and some for training. The data was then used to train 3
different models. One model was trained for each child separately, another removed one whole child
and trained on 4 children and another model was trained on all the children removing one video from
each child for validation.

Using this information results from behavioral analyst(BCBA) 1 and 2 are compared to the model
results to create a csv hence making computation of results easier.
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Figure 4: Flowchart
.
Assumptions

For this project to obtain good results in the time given the following assumptions were made.

e The BCBALI data is treated as the ground truth

e Optical flow is not taken into consideration at the moment but will be incorporated later



e taken into consideration that only the data in which a face could be detected is data [ am using.

e If a face is not detected there is no assumption on the state of the child. There is simply no
output

Results

Emotion Detection

For emotion detection the optimally trained model had an accuracy of 85.19% The graph output for
training and test accuracy looked like that shown in Fig.5 and the loss is shown in Fig. 6.This model
was tested on validation data of another dataset and the results were promising. This shows that the
model is robust in nature. The representation of this can be seen in the confusion matrix in Fig.7.The
model was also tested on real-time video feeds as well as existing videos. It worked pretty well and
the result for this is shown in Fig.8
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Figure 5: Accuracy plot for emotion detection
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Figure 6: Loss graph for emotion detection
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Figure 7: Confusion matrix for emotion detection

Figure 8: Application of emotion detection on a video

Attention Level Detection

There were 3 algorithms that were trained. AIl,AI2 and AI3. These algorithms are trained with
different train and validation data. for AIl the model is trained separately for each child and validated
on each child. The validation data is 2 videos out of all the videos of that child. The test data is the
rest of the data for that child. For AI2 the model is trained on all the data together. The validation
data is all the videos of one child. AI3 is also all the videos together except one video from each
child. All the videos have been manually labeled by behavioral analysts 1 and 2 and the results of all
of these have been compared.



(a) AI 1 with respect to BCBA 1 (b) AI 2 with respect to BCBA 1

(c) Al 3 with respect to BCBA 1 (d) AI 1 with respect to BCBA 2

(e) Al 2 with respect to BCBA 2 (f) Al 3 with respect to BCBA 2

"

(g) BCBA 2 with respect to BCBA 1

Figure 9: Confusion matrixes



Future work

For the future work these algorithms can be improved upon and the assumptions made could be
educed to get a more robust and accurate model for the detections. The range of emotions maybe
widened and detected better with other data or other processing of data. The csv files that were made
as a result of this project could be properly studied and this would give a better idea on the informa-
tion we have.

A build on to this could also be a reinforcement algorithm to detect how well the sessions are
going. This would give us the ability to customize sessons for each child. The algorithm may look
something like Fig 10.

Mew Emotion (updated state) +
reward based on this state

Sense emotion (state) —

chirp, nod, speak, flap wings

Paolicy (action)

Figure 10: Possible Architecture for reinforcement learning
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